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Abstract

Streamline methods for subsurface-flow simulation have received renewed attention as fast alternatives to traditional
finite volume or finite element methods. Key aspects of streamline simulation are the accurate tracing of streamlines
and the computation of travel time along individual streamlines. In this paper, we propose a new streamline tracing frame-
work that enables the extension of streamline methods to unstructured grids composed of triangular or quadrilateral ele-
ments and populated with heterogeneous full-tensor coefficients. The proposed method is based on the mathematical
framework of mixed finite element methods, which provides approximations of the velocity field that are especially suitable
for streamline tracing. We identify and implement two classes of velocity spaces: the lowest-order Raviart-Thomas space
(low-order tracing) and the Brezzi-Douglas—Marini space of order one (high-order tracing), both on triangles and quad-
rilaterals. We discuss the implementation of the streamline tracing method in detail, and we investigate the performance of
the proposed tracing strategy by means of carefully designed test cases. We conclude that, for the same computational cost,
high-order tracing is more accurate (smaller error in the time-of-flight) and robust (less sensitive to grid distortion) than
low-order tracing.
© 2006 Elsevier Inc. All rights reserved.

Keywords: Streamlines; Time-of-flight; Porous media; Darcy flow; Groundwater transport; Petroleum reservoir simulation; Unstructured
grids; Mixed finite elements

1. Introduction

The governing equations of multiphase flow in porous media can be expressed in terms of a pressure equa-
tion (of elliptic character) that imposes overall mass balance and a set of saturation equations (of hyperbolic
character) that describes the evolution of the individual flowing phases [1-3]. Numerical simulation of the flow
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of oil, gas and water in petroleum reservoirs has traditionally been performed using finite difference methods.
In the past decade, however, streamline methods have gained popularity as a fast alternative to finite differ-
ences [4-6].

In streamline simulation, the flow problem (pressure equation) and the transport problem (saturation equa-
tion) are solved sequentially using an operator-splitting technique. The solution of the flow problem provides
the pressure field on the simulation grid. The velocity field is then interpolated from the pressure field and
streamlines are traced. Finally, the transport problem is solved along the streamlines using a one-dimensional
formulation of the saturation equation expressed in terms of the time-of-flight variable.

Although now accepted as a fast simulation tool, streamline simulation is still a relatively young technology
and is only applicable to a limited range of problems. For instance, no commercial streamline simulator offers
the ability to use unstructured simulation grids or full-tensor coefficients. The extension of the streamline
method to advanced grids hinges on the ability to trace streamlines on these grids. An accurate velocity field
description and streamline tracing are two of the key components that a streamline method must bring
together. The complexity of the velocity field increases with grid distortion as well as heterogeneity and anisot-
ropy in the coefficients describing the material properties. In this paper, we propose a streamline tracing
framework that enables the extension of streamline methods to unstructured grids composed of triangular
or quadrilateral elements and populated with heterogeneous full-tensor coefficients.

Most streamline simulators of groundwater transport and petroleum reservoirs employ Pollock’s method
[7] for streamline tracing. Pollock’s method is a semi-analytical method that recovers the exit point of a
streamline and the time-of-flight in an element of the simulation grid, by assuming that each component of
the velocity field varies linearly within the element. The method is applicable, strictly speaking, only to rect-
angular elements and diagonal permeability tensors. Extensions of Pollock’s method to irregular grids have
been presented in the context of nodal-based finite element methods [8] and flux-continuous control volume
methods [9,10,12,11]. At the core of these extensions is a proper mapping of the velocity field from the element
in physical space to a reference element, known as the Piola transform [13,14].

Our approach is based on the mixed finite element method, in which pressure and Darcy velocity are
approximated simultaneously. Theoretical and computational advantages of using mixed finite elements are
discussed at length in [15-19]. These investigations argue rather convincingly that the mixed finite element
method produces physical, high-quality streamlines even on coarse grids and highly heterogeneous media.
Their work is limited, however, to the lowest-order mixed finite element approximation. Recently, it has been
shown that low-order accurate streamline tracing may lead to large errors in both streamline location and
time-of-flight [20,21].

In a recent paper [22], we present a unified formulation for the development of high-order accurate stream-
line tracing algorithms on unstructured triangular and quadrilateral grids. The main result of that investiga-
tion is the identification of velocity spaces that are suitable for streamline tracing, by imposing that the
divergence-free part of the velocity must induce a stream function. Several classes of velocity spaces satisfying
this requirement are identified from the theory of mixed finite element methods. Not surprisingly, the most
widely used tracing algorithm (Pollock’s method) emanates in fact from the lowest-order admissible velocity
approximation. Therefore, we provide a sound theoretical justification for the low-order algorithms currently
in use, and we show how to achieve higher-order accuracy both in the streamline tracing and the travel time
computation. Here, we concentrate on a small subset of the mixed velocity—pressure approximations identified
in [22], for which the pressure is constant over each element. This restricts the choice of velocity spaces to the
following two: the lowest-order Raviart-Thomas space (RTy) and the Brezzi-Douglas—Marini space of order
one (BDM,), both on triangles and quadrilaterals.

In Section 2 we pose the model mathematical problem of Darcy flow in porous media — the solution of
which defines the velocity field to be used for streamline tracing — and discuss its numerical approximation
by mixed finite elements. The specific functional forms of the velocity spaces employed are reviewed in
Section 3. The overall strategy for streamline tracing and time-of-flight computation is described in
Section 4. In Section 5 we illustrate the performance of the proposed streamline tracing method with rep-
resentative test cases of increasing complexity. In particular, we compare the behavior of low-order and
high-order tracing. Finally, in Section 6, we summarize the main conclusions and discuss the ongoing
and future work.



994 S.F. Matringe et al. | Journal of Computational Physics 219 (2006) 992-1012
2. Mathematical and numerical formulation
2.1. Continuum problem

In groundwater transport and petroleum reservoir engineering applications, streamlines are computed as
integral paths of a velocity field governed by Darcy porous-media flow. The flow problem is composed of
Darcy’s law, Eq. (1), and the mass conservation condition expressed in Eq. (2):

kK'u+Vp=0 inQ, (1)
V-u=f inQ. (2)

In Egs. (1) and (2), u is the Darcy velocity, p is the pressure, k is a possibly discontinuous full-tensor perme-
ability coefficient (divided by the fluid viscosity), f'is a source term and Q is the simulation domain. In the
context of multiphase flow problems with gravity, p is the flow potential and k is the permeability multiplied
by the total mobility. The flow problem is supplemented with the following boundary conditions:

pP=p Onrpa (3)
u-n=u onl, (4)

where I', N I, =0, I', U T, =0Q, and n is the outward unit normal to the boundary of Q.

Under certain regularity conditions on the source term f and the boundary condition p, the continuum
problem Egs. (1)—(4) admits a unique solution [14]. The pressure solution belongs to the Sobolev space of
square integrable functions in Q:

2@ = {p: [ o < oo}, 5)

The regularity of the velocity solution is more restrictive, as it needs to admit well-defined normal traces on 002
[14]. Physically, the integral of the normal trace of the velocity field along a boundary is precisely the volumet-
ric flux across this boundary. The space with the proper regularity for the velocity is:

H(div, Q) = {u cue (LAQ),V ue LZ(Q)}. (6)

In order to satisfy the flux boundary conditions, the velocity solution must belong to the space
S ={u:uecH(iv,Q),u-n=u onl,}, (7)

that is, the restriction of H(div,Q) to the functions that satisfy the Neumann boundary condition (4). We re-

mark that the flux boundary condition appears in the mixed formulation as an essential boundary condition.
Having defined the functional spaces in which the pressure—velocity solution is sought, we define now two

spaces of test functions: a space of scalar functions ¢ € L*(Q2), and a space of vector functions v € ¥~ with:

v ={v:ve H(div,Q),v-n=0 onI,}. (8)

The space 7~ is the restriction of H(div,f2) to the functions satisfying the homogeneous counterpart of the
Neumann boundary condition (4).

Assuming sufficient regularity of ' and p, the mixed variational form of the problem is obtained by multi-
plying Eq. (1) by the velocity test function v, and Eq. (2) by the pressure test function ¢, and integrating both
equations over €. Integration by parts of the first equation leads to the mixed variational form of the problem,
which can be stated as follows:

Find (u,p) € & x L*(Q) such that

/v-kfludQ—/V-vde:—/ v-npdl’ Vvev, 9)
Q Q iy

P

/qV-udQ:/qfdQ Vg € LX(Q). (10)
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2.2. Discretization

Mixed finite element methods approximate the pressure and velocity fields simultaneously, and they are
based on the mixed variational form (9), (10). Let .77, be a partition of Q into triangular or quadrilateral ele-
ments K, such that Q = U;’iel'"K ;. Let 24, &) and 77, be finite-dimensional subspaces of LZ(Q), & and 7,
respectively. The discrete mixed finite element approximation of the continuum problem (9) and (10) reads:
Find (wy,p,) € Sy x 2, such that

/vh~k71uth—/V~vhpth:—/ vh-nphdf Vv, € V7, (11)
Q Q I

/th-uth:/thdQ Vg, € 2. (12)
Q Q

The pressure and velocity spaces cannot be chosen independently of each other. To obtain a convergent
approximation, they must satisfy two conditions [14,23]: a standard coercivity condition, and the discrete
inf-sup condition [24,25]. As an example, we show in Fig. 1 a schematic of the locations of the pressure
and flux unknowns on the triangular and quadrilateral reference elements for the lowest-order approximation
used in this paper.

As in any other finite element procedure, the pressure and velocity fields are interpolated from the pressure
and flux unknowns using shape functions with local support:

Nedge
w =Yy UN, (13)
i=1

Nelem

pi=>_ PN, (14)
J=1

where Ny, N7 are the velocity and pressure shape functions and Uj, P; the corresponding flux and pressure
unknowns. The above discretization yields an indefinite linear system of the form

t U
(A B><U>:<R ) (15)

B 0 P R®
where U and P are the vectors of flux and pressure unknowns, RY and RY are the Darcy equation and mass
balance equation residual vectors, A is a square matrix of size 7egge X Medge and B is a matrix of size Agjem X
Nedge- Because of its indefinite character, an augmented Lagrangian method known as Uzawa’s algorithm
[26] is used to solve the system (15). Alternatively, one may hybridize the system and solve a symmetric, po-

sitive definite system for the traces of the pressure at the element edges (see, e.g. [14]).

The mixed finite element method just described is mass conservative at the element level: the mass balance

condition is enforced on each control volume on which the permeability coefficient is defined. Therefore, in the
absence of sources and sinks, this discretization yields a divergence-free velocity field.

(—1,1) Uy (1,1)

(0,1)

Uz Ui+ 2

P U,

0.0 o, wo -y Us -

Fig. 1. Location of the pressure (P) and flux (U;—U,) unknowns on the reference triangular and quadrilateral elements.
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3. Velocity spaces
3.1. From global velocity field to local velocity spaces

In finite element methods, the global velocity spaces ¥, and 77 are constructed using velocity spaces
defined locally, on a reference element K. The reference element X is linked to any given element K in the
physical space by a mapping, or change of coordinates ¢ defined by:

(p:[R{2—>|R2,

- X (16)
xeK—x=¢(x) k.

The above mapping must be smooth and invertible for all elements. This ensures that, for any x € K, the Jaco-
bian matrix D(¥) = 0¢/0x of the transformation is invertible, and that its determinant J(X) = det D(X) is
bounded away from zero. The map ¢ from reference to physical space is shown in Figs. 2 and 3 for triangular
and quadrilateral elements, respectively. It is given by the isoparametric mapping:
Mnode
x =) =Y Ny(¥)x, (17)
a=1
where x, are the nodal coordinates (in physical space), and N, are the usual finite element hat functions (in
reference space):

Ni(x9)=1-%—-3, Nao(x,))=% N3(xJ)=J (18)
for triangular elements, and
NN | . . S| . .
NiE5) =7 (=01 =3), Nali,) =5 (1+D)(1-5), "
c ooy ] . . c ooy ] . .
N3, 3) =7 (L+3)(1+7), Na(@3) =7 (1 =3)(1+)

for quadrilateral elements.
Using D(x) and J(x), we define the Piola transform used to map the velocity field from reference to physical
space [14,13]:

(©,0)" Lo 4 ! x

Fig. 2. Mapping of the reference element onto physical space for triangular elements.

(-1,-1) (1,-1) x

Fig. 3. Mapping of the reference element onto physical space for quadrilateral elements.
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— D(&)9(%), with x = (). (20)

The key property of the Piola transform is that it preserves the normal trace of vector fields. In our case, this
means that the fluxes through element edges in the reference and physical space are equal. Using the Piola
transform, we can translate the necessary conditions on the global velocity field into conditions at the local
level, on the reference element. Namely, two conditions must be verified:

(1) The local velocity field on element K must belong to H(div, K).
(2) The normal trace of the velocity must be continuous across element edges.

A large class of velocity spaces is in principle valid [14]. In a separate publication [22], we concluded that the
family of Raviart-Thomas spaces [27] and Brezzi-Douglas—Marini spaces [28] are particularly well suited for
streamline tracing (see Section 3.2 below). Here, we restrict our attention to spaces that satisfy the inf-sup con-
dition in combination with a discretization of the pressure field that is constant over each element and, there-
fore, piecewise constant globally. From the set of velocity spaces analyzed in [22], only two spaces are
compatible with the chosen pressure discretization: the lowest-order Raviart-Thomas space (RT,) and the
Brezzi-Douglas—Marini space of order one (BDM;).

3.2. Existence of a stream function

The key property of the stream function is that it is constant along a streamline. Existence of a stream func-
tion can be exploited to obtain analytical streamline paths (see Section 4.2). A necessary condition for the exis-
tence of a stream function is that the velocity field be divergence-free. This is the case in groundwater transport
and petroleum reservoir applications, because the source term is equal to zero everywhere except at the injec-
tion and production wells. In typical subsurface-flow applications, streamlines are only traced outside the
blocks containing the wells [5], where the velocity field is divergence-free. This limitation is inconsequential
from a practical viewpoint because the velocity in the near-well region is high and, therefore, the time-of-flight
along the well block is insignificant compared to the travel time along the entire streamline.

In [22] we showed that a large class of velocity spaces emanating from the theory of mixed finite element
methods induce a stream function. This means that a function ¥(x, y) exists such that the x- and y-components
of the velocity are given by:

oy oY
U, = 3 y = -5 (21)
In [22], the explicit functional form of the stream function was derived for the divergence-free part of the Rav-
iart-Thomas and the Brezzi-Douglas—Marini spaces of any order, for both triangular and quadrilateral ele-
ments. In the following sections we give the specific functional forms of the shape functions, the velocity
field and the stream function for the RT, and BDM; spaces on triangles and quadrilaterals.

~

3.3. The lowest-order Raviart—Thomas space: RTy(K)

3.3.1. Definition ~

The simplest polynomial subspace conforming in H(div,K) is the lowest-order Raviart-Thomas space [27],
RT,(K). Velocity fields in RTy(K) are described by a constant normal trace along element edges, as sketched
in Fig. 4. Knowledge of the fluxes across each of the edges of an element is sufficient to fully describe the RT,
velocity field. Thus, three degrees of freedom are needed to fully characterize RT, on triangles and four on
quadrilaterals.

Away from the well blocks, the velocity is divergence-free. Therefore, we use the restriction of RTO(I? ) to
divergence-free functions:

RTY(K) := {i: it € RTy(K),V - it = 0}. (22)



998 S.F. Matringe et al. | Journal of Computational Physics 219 (2006) 992-1012

Y Y

Fig. 4. RT, velocity fields are described by a constant normal trace across element edges.

Because of the added divergence-free constraint, the dimension of RTg is reduced by one:
dim(RTg(IAQ) =3x1—-1=2 for triangular elements, (23)
dim(RT{(K)) =4 x 1 —1=3 for quadrilateral elements. (24)
To describe an RTS velocity field, one shape function per edge is needed. The velocity shape function of an
edge e is a vector field that has a unit outward flux across the edge ¢ and a normal trace identically equal

to zero on all other edges. In Fig. 5 we plot the RTg shape function for one of the edges on triangular and
quadrilateral reference elements.

3.3.2. RT, on triangular elements
On triangular elements, the RT, velocity field is given by:

A a; + bx 3
= , ,a,b) € R, 25
i = (070 @) 29
This velocity field is defined through three shape functions:

. X . —1 X . X
N‘f( : ) N;( +) N;’(’f). (26)
—-1+yp y y

The numbering of the shape functions in Eq. (26) corresponds to the local edge numbering on the reference
element, shown in Fig. 1. The unknowns associated with the these shape functions are the integral fluxes
across the corresponding element edges.

The velocity field belongs to RT] if it is divergence-free, that is,

V.i=2=0=b=0. (27)
1.2 15
1 1
0.8 -
0.5 - . . .
0.6 S
> > 0 . . . _
0.4 S
0.2 ]
0 -1
~0.2
15
0 0.5 1 5 1 05 0 05 1 1.5
X X

Fig. 5. RTg shape function for one of the edges on the triangular and quadrilateral reference elements.
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Therefore, the divergence-free RTB velocity field is constant over the element, and takes the form:
P a 2
uo(x) = < ), (CZ],az) € R (28)
a
The stream function associated with this velocity field is:
Y(x,9) = —axx + a1, (29)

which means that RTg streamlines are straight lines inside a triangular element.

3.3.3. RT, on quadrilateral elements
On quadrilateral elements, each component of the RT, velocity field varies linearly with respect to its own
coordinate:

b
u(x) = (a] " 1)f>7 (a1,a,b1,b;) € R (30)
ay + by

We note that the velocity field given in Eq. (30) is equal to the velocity interpolation used in Pollock’s method
[7]. The velocity field is recovered using the following four RT shape functions on the reference quadrilateral:

M=qo-ay). M=gaen(,)
Mi——ga-0 (V). m=gaa(])

where the indices 1-4 refer to the edge numbers shown in Fig. 1. The degrees of freedom associated with the
shape functions above are precisely the integral fluxes across the corresponding edges.

For the velocity to be divergence-free, the four degrees of freedom (ay,a», by, b>) must satisfy the following
relation:

(31)

V'il:b1+b2:0=>b2:—b1, (32)
so a velocity field belonging to RTg has the form:
a, + bix
w = (270 by e ® (33)
a, — b1y

and the corresponding stream function:

V(x,p) = —apx + a1y + bixp. (34)

~

3.4. The Brezzi-Douglas—Marini space of order one: BDM ;(K)

3.4.1. Definition

The other velocity space compatible with a piecewise constant description of the pressure field and provid-
ing a conforming approximation of H(div,Q) is the Brezzi-Douglas-Marini space of order one [28],
BDM, (K ). This space improves the description of the velocity field by allowing a linear variation of the nor-
mal trace of the velocity along element edges, as depicted in Fig. 6. One extra degree of freedom per edge is
available for the description of the velocity, which brings the dimensionality of BDM;, (IA< ) to 6 for triangular
elements, and 8 for quadrilaterals.

Once again, we define BDM?([? ), the restriction of BDM, (K) to divergence-free functions, as:
BDM!(K) := {&: & € BDM,(K),V - it = 0}. (35)
The added divergence-free condition reduces the dimensionality of BDM?:
dim(BDM!(K)) =3 x2—1=5 for triangular elements, (36)
dim(BDM!(K)) =4 x2—1=7 for quadrilateral elements. (37)
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T
iy

o

Fig. 6. BDM;, velocity fields are described by a linearly varying normal trace along element edges.
In addition to the RTg shape functions, associated with the integral fluxes through the element edges, recir-
culation shape functions are used to describe the linear variation of the velocity profile across edges. The recir-
culation shape function associated with an edge e has a zero net flux through any of the element edges, but has

a linearly varying normal trace along edge e. As an illustration, we plot in Fig. 7 the recirculation shape func-
tions associated with one of the edges of the triangular and quadrilateral reference elements.

3.4.2. BDM; on triangular elements
On triangular elements, the three recirculation shape functions are:

. X N\ —14+x+4+2y " 1 —X
L I e (e ] (39)
l1-2x—yp -y V2\ y
They enrich the RT, velocity field to obtain the following form of the BDM; velocity:
+bix + e
(i) = (‘“ - c‘f), (a1, a2,b1, by, c1,03) € RE. (39)
ay + bk + oy
The additional divergence-free condition leads to the restriction:
(40)

V'ﬁ:b1+02:0:>02:—b1.
Using this condition, the BDM velocity field takes the form:

+bik+ o
ao(@(“‘ 1% cly>, (a1, a2, b1, by 1) € RS, (41)

a2+b25c—b1j/
1.2 1.5
1 1
08 s —= = — ~ ~ ~
0.5 N Y W
0.6 S e O
> > 0 [T T R T
0.4
VA A A
02 -0.5 A e e s s s s
- __ - - - =
0 -1
-0.2 1
- - - -15
0 0.5 1 -1.5 -1 -0.5 0 0.5 1 1.5

X

Fig. 7. BDM? recirculation shape function for one of the edges of the triangular and quadrilateral reference elements.
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and the associated stream function is:

b,
V(x,p) = —apx + a1y + b3y — Ex + c21 hlas (42)

3.4.3. BDM; on quadrilateral elements
The recirculation shape functions on the reference quadrilateral element are:

M?(lxxzy)( ) ( )

43
i-ao(}) o (°) "
=(l1-x
’ 0 1
== ”>(1> (1)
=—(l—x
! 0
The BDM, velocity field is given by:
bix P —rx? — 2539
lAl(.% = (al + 1)f+61)j rxAA SJ?;), (al,az,bl,bg,cl,cz,r,s) S RS. (44)
ar + byx + ¢y + 2rxy + sy

The divergence-free condition,
V'lAl:b1+C2:0:>02:—b1, (45)
yields the following form for the velocity field in BDM!:

o <a1—|—blk+cljz—r)%2—2sfcj/

iy (x) = >, (a1,a2,b1,by,c1,7,5) € R, (46)

ar + bax — b1y + 2rxy + s3?

and the corresponding stream function:

b
P(x,9) = —ak + a1y + bi%p — 3258 - %yz — 1P — sz (47)

4. Streamline tracing approach
4.1. General strategy

Our streamline tracing algorithm is based on a particle-tracking concept. A streamline is traced by follow-
ing the movement of a fluid particle in time. Since the mixed finite element method provides a velocity field
defined elementwise and not globally, it is therefore natural to trace streamlines by segments — each segment
corresponding to an underlying element of the simulation grid. The streamline tracing procedure may be sum-
marized as follows:

e Start at a launching point in Q. The launching point (xo, yo, to) defines the location (in space and time) of the
fluid particle that will be followed to trace the streamline.

e Determine in what element the launching point lies. The tracing will start within this element.

e Trace the streamline downstream towards a sink. The fluid particle is followed forward in time. In each
element crossed by the streamline:
— Trace the streamline downstream from the point of entry in the element.
— Store the exit point and corresponding time-of-flight.
— Move on to the next downstream element until a sink (element with a production well) or an outflow

boundary is reached.
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e Trace the streamline upstream, towards a source. The fluid particle is followed backwards in time. In each
element crossed:
— Trace the streamline upstream from the entry point in the element.
— Store the exit point and time-of-flight.
— Move on to the next upstream element until a source (element with an injection well) or an inflow bound-
ary is reached.

4.2. Tracing streamlines in the reference space

Most streamline tracing methods share the particle tracking approach described above. They usually differ
in the procedure chosen to integrate the streamline within each element. For example, for low-order accurate
methods on general triangular or rectangular elements, an analytical integration of the streamline path is pos-
sible [7,8]. When rectangular elements are distorted into general quadrilaterals, the Jacobian of the isopara-
metric mapping is not constant over the element and the analytical integration of the streamline is not
possible in physical space. Moreover, in the case of higher-order discretizations, the enrichment of the velocity
fields prevents the decoupling between the x- and y-components of the velocity used by Pollock to obtain an
analytical integration [7].

Because we are interested in tracing streamlines on general unstructured grids, we propose to perform the
tracing in the reference space and then map the solution to the physical space. Two main reasons drive this
choice. First, the velocity field and stream function are known analytically on the reference element. Second,
working on the reference element permits a more elegant and efficient implementation of the tracing algorithm.

To trace streamlines in the reference element, we recall that two mappings need to be used: the isoparamet-
ric mapping in Eq. (17) for the coordinates, and the Piola transform in Eq. (20) for the velocity. The general
procedure to trace a streamline within an element starts with the mapping of the entry point from the physical
space to the reference space. Then, the streamline is integrated and the exit point found in the reference space.
The exit point is finally mapped back to the physical space and stored.

Two approaches are possible to obtain the exit point of a streamline in an element: an algebraic formulation
using the stream function, and a numerical integration using a Runge—Kutta-type method.

4.2.1. Stream function approach
In [22], we showed that a very large class of mixed finite element velocity fields induce a stream function. In
particular, this is true for the choice of velocity spaces described in Sections 3.3 and 3.4. Using the fundamen-
tal property that the stream function is constant along a streamline, we can write an equation for the path of
the streamline that passes through a point (%o, J):
Y(x,7) = P(Xo,7), V(%,¥) € streamline. (48)
This approach simplifies the tracing from the solution of an ordinary differential equation to that of an algebraic
equation. Since the stream function has an analytical expression, the streamline path is known analytically and
an efficient Newton method can be used to solve the algebraic equation for the exit point up to machine precision.
Depending on the functional form of the stream function, Eq. (48) may lead to multiple solutions on the
boundary of a given element. This situation cannot be encountered when using an RTg discretization, but it is
not uncommon for BDM velocity fields. This situation occurs when a streamline enters and exit an element
several times. To find the real exit point among the solutions of the streamline equation, the time-of-flight is
computed (see Section 4.3) for each potential exit location. The correct exit point is the solution that yields the
smallest positive time-of-flight.

4.2.2. Numerical integration approach

A more common approach to obtain the streamline path is to use numerical integration in time. Because
the velocity field is known analytically, an efficient numerical integration is possible by solving an initial value
problem for the streamline location x on the reference element:

dx

o), xi=h) = . (49)
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In our implementation, we used an explicit Runge—Kutta method of fourth order [29], which proved to be very
efficient and robust.

4.3. Time-of-flight computation

The time-of-flight = along a streamline is given by:

1
:/g)mds, (50)

where s represents the arc length along the streamline .%.

In two cases only, the time-of-flight variable can be computed analytically. First, for the RTg discretization
on triangles, the velocity field is constant over each element; therefore, the streamline is a straight line and the
time-of-flight computation is trivial. The second case is that of Pollock’s method [7], where an RTg discreti-
zation is used on rectangular grids. In this case, each component of the velocity field depends only on its own
coordinate: u,(x,y) = u(x), and u)(x,y) = u,(y). This decoupling of the coordinates permits an analytical inte-
gration of the time-of-flight.

For general triangular or quadrilateral grids, and for higher-order velocity approximations, a numerical
integration of the time-of-flight is necessary. For consistency with the rest of the streamline tracing framework,
one must be able to evaluate the integral in Eq. (50) on the reference space. Using the Piola transform, we can
express the reference velocity in terms of the physical one and recast the time-of-flight integration in terms of
the reference coordinates only [22]:

1 o\ qn
. /f . (51)
It is worthwhile noting that the isoparametric mapping between the reference and physical spaces is affine for
triangular and rectangular elements. In this case, the Jacobian is constant over the reference element and can
be taken out of the integral in Eq. (51). For general quadrilateral elements, however, the Jacobian varies inside
the element. Prévost et al. [9] used the value of the Jacobian at the center of the element as an approximation.
Hzgland [10] and Jimenez et al. [11] showed, however, that this choice may lead to erroneous results and rec-
ommends keeping the Jacobian inside the integral. This explains why the time-of-flight cannot be integrated
analytically on general quadrilaterals even when a low-order approximation is employed.
In our implementation, the time-of-flight integral of Eq. (51) is computed using a quadrature rule when the
stream function approach is used for the integration of the streamline path. When the streamline path is inte-
grated numerically, the time-of-flight is computed within the Runge-Kutta stepping.

5. Results
5.1. Validation examples

In this section, we test the performance of the proposed streamline tracing approach on cases of increasing
complexity. In particular, we systematically compare the behavior of low-order and high-order tracing, both
in terms of accuracy and grid sensitivity. All examples are defined in terms of dimensionless quantities.

5.1.1. Uniform flow field

This first test case is designed for validation purposes. It tests the ability of the tracing method to produce
exact results for a constant velocity field. The domain considered is a square of dimensions 1 x 1. The perme-
ability is assumed to be homogeneous, isotropic and equal to 1. Fixed pressures are imposed on the left and
right boundaries and they take values of 1 and 0, respectively. The top and bottom boundaries are imperme-
able. In this case, the exact streamlines are horizontal straight lines. The time required for a fluid particle to
travel through the entire domain is identically equal to 1.

To test the robustness and accuracy of the tracing algorithm on this simple problem, the domain was dis-
cretized with a variety of grids (Fig. 8):
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Fig. 8. RTg streamlines for the uniform flow problem on a Cartesian (top-left), chevron (top-right), random (bottom-left) and skewed
(bottom-right) grids.

e A 10 x 10 Cartesian grid serves as the base grid for our comparisons.

e The chevron grid is formed by keeping the vertical lines of the Cartesian grid and reorienting the horizontal
edges to obtain a chevron-like pattern.

e A random movement of the Cartesian grid nodes creates the random grid. The node movement is bounded
to ensure element convexity.

e The skewed grid is obtained from a diagonal distortion of the Cartesian grid.

All four grids have 100 elements. Four triangular grids were created from these quadrilateral grids by split-
ting each quadrilateral into two triangles. By construction, the triangular grids have twice as many elements as
the quadrilateral grids: they are all composed of 200 elements.

Ten streamlines were traced on each grid. Fig. 8 shows the streamlines traced on the four quadrilateral grids
using the low-order RTg approximation. The streamlines are drawn with thick red lines, and the grid with thin
black lines. The background colors represent the pressure field.

The results obtained in this first test case indicate that regardless of the type of grid used (Cartesian, chev-
ron, random or skewed), the type of building elements (triangles or quadrilaterals), or the type of discretiza-
tion (RTg or BDM?), all streamlines traced are perfect straight lines. Unit time-of-flight were invariably
obtained and, therefore, the tracing algorithm produces an exact time-of-flight in this case. This is to be
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expected given that both RTg and BDM! elements satisfy the patch-test [30], that is, they can reproduce con-
stant velocity fields in two dimensions.

5.1.2. Convergence study

This test case is designed to analyze the convergence of our streamline tracing method and compare the
accuracy of the RT) and BDM streamlines.

A base model is defined on a 4 x 4 Cartesian grid, shown in Fig. 9. The boundary edges of the bottom-left
and top-right elements — drawn with a thicker line — are set to constant pressure values of 1 and 0, respectively.
The remaining boundaries are impermeable.

To study the convergence of the streamline tracing method, we track the evolution of the error on the time-
of-flight as the grid is refined. We do so for a streamline launched from the point of coordinates (1/8,7/8),
which is at the center of the top-left element in the base grid. This individual streamline is represented in
Fig. 9 by a thick red line.

Fig. 10 shows the results of the refinement study. The time-of-flight error is plotted as a function of the
inverse of the typical length scale of the grid used, /, which in our case is the length of an element edge.
For a grid of typical length scale 4, the time-of-flight error ¢, is computed through:
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Fig. 9. Base grid, boundary conditions and streamline analyzed in the convergence study.
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Fig. 10. Convergence of the RTg and BDM? streamlines, in terms of time-of-flight.
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&y = M7 with 7' < h, (52)
Ty
where /' defines a finer grid than does /.
We clearly see that both discretizations converge and that they do so at the same rate. The asymptotic rate
of convergence is of order 4% in both cases. However, for a given grid size, the streamline traced using a BDM‘I)
discretization always displays a lower error than the one using an RTg discretization.

5.1.3. Robustness to grid distortion

To quantify the robustness of the low-order and high-order versions of the streamline tracing algorithm, we
study how much grid distortion affects the accuracy of the streamlines in terms of location and time-of-flight.

Our base case is a 10 x 10 Cartesian grid discretizing a unit square domain of unit permeability. Pressures of
1 and 0 are imposed at the boundary edges of the bottom-left and top-right elements, respectively. The rest of
the domain boundary is impermeable. The grids presented in Section 5.1.1 are used here again, the only dif-
ference being that elements where pressure boundary conditions are set are not distorted, so that identical
boundary conditions are applied to all grids.

Seven streamlines are traced on every grid and for each type of discretization. These streamlines are
launched from equally spaced points along the diagonal of the domain. As an illustration, Figs. 11 and 12
compare the streamlines traced using the RTg and BDM? discretizations for the quadrilateral chevron and
the triangular Cartesian grids, respectively. These two examples clearly show the strong influence of grid dis-
tortion on streamline accuracy for an RTg discretization as well as the improved robustness demonstrated by
BDM!. The higher-order method yields streamlines that are much smoother and much less sensitive to the
distortion of the underlying grid. Notice, for example, the severe degree of nonsymmetry present in the
streamlines computed using the low-order method on the chevron grid (Fig. 11): the center streamline displays
a tortuous path, when it should be a perfect straight line. This behavior improves dramatically when the
higher-order approximation is used.

To quantify the apparent increased accuracy and robustness of the streamlines based on the higher-order
velocity approximation, we compute the error in the time-of-flight for each of the seven streamlines. Reference
values are obtained using an 80 x 80 Cartesian grid with a BDM? discretization. In Table 1 we report the aver-
age (arithmetic mean) time-of-flight error for each grid and type of discretization. We note the following
observations:

(1) For all grids, the time-of-flight error is lower — sometimes much lower — if the high-order BDM? approx-
imation is used, rather than the low-order RTg approximation. BDM? is more accurate than RTg by a
factor of 5-15 in the case of quadrilateral grids, and by a factor of 24 for triangular grids.

Fig. 11. RTg (left) and BDM? (right) streamlines on a quadrilateral chevron grid.
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Fig. 12. RTg (left) and BDM? (right) streamlines on a triangular Cartesian grid.

Table 1

Average time-of-flight error for the diagonal flow problem

Element type Discretization Cartesian (%) Chevron (%) Random (%) Skewed (%)

Triangle RT) 11.39 16.09 13.05 9.14
BDM! 4.06 4.62 4.12 4.02

Quadrilateral RT) 12.21 41.29 13.09 44.58
BDM! 2.45 5.51 2.13 2.85

(2) The variability of the BDM(I) time-of-flight error is much smaller than that of RTg, confirming the
robustness of the BDM!-based streamline tracing with respect to grid distortion.

5.2. Representative simulations

5.2.1. Accuracy in the presence of heterogeneity

Heterogeneity of the medium — reflected in a discontinuous permeability field that may vary several orders
of magnitude — is an essential characteristic of petroleum reservoirs. For this reason, we test the accuracy of
our tracing method in heterogeneous domains. We employ a test case from an interesting study by Mosé et al.
[16] that compares the performance of several discretization methods in the presence of heterogeneity. The
permeability field is shown in Fig. 13. This permeability field turns out to be challenging for some discretiza-
tion methods, and we use it here to assess the quality of the RTg and BDM! streamlines. In this test case, pres-
sures of 1 and 0 are set at the top and bottom boundaries of the domain, respectively. The left and right
boundaries are impermeable. A total of 19 streamlines are launched from equally spaced points located on
the top boundary.

The 10 x 10 quadrilateral Cartesian grid that constitutes the base case shown in Fig. 13 was refined into
20 x 20 and 40 x 40 Cartesian grids. Each of these grids was also transformed into a triangular grid by sub-
dividing each quadrilateral element into two triangles.

Figs. 14 and 15 compare the RTg and BDM? streamlines on the 20 x 10 and 80 x 40 triangular grids, respec-
tively. It is important to note that the streamlines obtained with all grids and discretizations orders are phys-
ical: they avoid entirely the low permeability regions, in agreement with the findings of Mosé et al. [16]. The
streamlines computed with the higher-order BDM discretization, however, are smoother and less sensitive to
the level of refinement. We quantify these observations by computing the time-of-flight errors on the stream-
lines using a 80 x 80 Cartesian grid with a BDM? discretization as a reference. The results are presented in
Table 2. As expected, the BDM! errors are always much lower than those of RT).
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Table 2
Average time-of-flight error in the presence of heterogeneity
Element type Discretization 10 x 10 (%) 20 % 20 (%) 40 x 40 (%)
Triangle RT) 13.39 6.55 3.49
BDM! 3.57 1.61 0.23
Quadrilateral RT) 8.58 4.19 2.20
BDM! 5.64 2.00 0.02
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Fig. 16. Average time-of-flight error as a function of the number of unknowns for a sequence of triangular grids.

A legitimate question to ask is what is the incremental cost associated with the improved accuracy of
BDM!. By now, we have established that for a given grid, BDM! streamlines are more accurate than RT}
ones. To obtain this accuracy, however, one must solve for roughly twice as many velocity unknowns. In
Fig. 16, we plot the average time-of-flight errors for triangular grids as a function of the number of unknowns.
Clearly, for a given number of unknowns, BDM] is more accurate than RT{. Refining the grid with an RT;
discretization is not as efficient as increasing the order of accuracy of the method by using the BDM? space.
Moreover, the slopes of the two curves are different: BDM{ seems to converge faster than RT] as the number
of unknowns is increased, although this could be an artifact of not having yet reached the asymptotic conver-
gence regime.
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Fig. 17. Base case for the unstructured grid discretization.
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5.2.2. Heterogeneous unstructured grids

Our last experiment tests the ability of the tracing method to deal with more realistic reservoir simulation
grids such as unstructured grids and heterogeneous permeability fields. The domain, presented in Fig. 17, is a
1 x 1 square of unit permeability except for two flow barriers of low (10~%) permeability represented by the
black elements. Once again, pressures of 1 and 0 are set at the bottom-left and top-right corners (marked
by thicker boundary lines) and the rest of the boundaries are impermeable.

Streamlines are launched from ten points located in the center of the domain. Fig. 18 shows a comparison
of the RTg and BDM‘I) streamlines for this problem using the same unstructured grid of 148 triangular ele-
ments. As before, the grid is shown in thin black lines, the streamlines with thick red lines, and their launching
points are marked by a red star. The streamlines computed by the low-order and high-order approximations
on a refined grid of 350 elements are shown in Fig. 19. In agreement with previous observations, the BDM(I)
streamlines are smoother and much less sensitive to the grid refinement level.

To compute the time-of-flight errors committed on this unstructured grid, similar streamlines were traced
on an 80 x 80 Cartesian grid with a BDM(I’ discretization. Table 3 presents the time-of-flight errors committed
for both the RT) and BDM! discretizations on the 148-element and 350-element grids. For both grids, the
BDM] streamlines are about five times more accurate than the RT; ones.
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Fig. 19. RTg (left) and BDM? (right) streamlines for a 350-element grid.
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Table 3

Average time-of-flight error for the heterogeneous unstructured grid test case

Discretization 148 elements (%) 350 elements (%)
RT) 15.20 7.25

BDM! 3.17 1.71

6. Conclusions and future work

In this paper, we presented a rather general approach for streamline tracing on two-dimensional unstruc-
tured grids, motivated by the need for accurate streamlines — in terms of streamline location and time-of-flight
—in groundwater transport and petroleum reservoir simulation. The proposed streamline tracing approach is
strongly linked to a mixed finite element discretization of the governing pressure equation, that is, a method
that solves for pressure and Darcy velocity simultaneously. Our approach has three distinctive ingredients: (1)
the use of a proper mapping of the velocity (the Piola transform) from physical to reference space; (2) the iden-
tification of suitable functional spaces for the approximation of the velocity field; and (3) the use of the stream
function — induced by the choice of the particular velocity spaces — to determine the streamline location.

In a separate publication [22] we identify a large class of velocity spaces satisfying the condition that their
restriction to divergence-free fields induces a stream function. Here, we concentrate on a small subset of the
mixed velocity—pressure approximations identified in [22]: the lowest-order Raviart-Thomas space (RTy) and
the Brezzi-Douglas—Marini space of order one (BDM;), both on triangles and quadrilaterals. We term these
two choices as low-order and high-order tracing, respectively.

We analyzed the performance of the proposed tracing strategy by means of carefully designed test cases,
and we assessed the potential benefit of tracing streamlines based on high-order accurate velocity spaces.
The main result of this investigation can be summarized as follows: high-order BDM-based tracing is much
more accurate (smaller error in the time-of-flight) and robust (less sensitive to grid distortion) than low-order
RTy-based tracing. In particular, we found that high-order tracing is more accurate than low-order tracing for
a given number of unknowns, which suggests that refining the grid with an RT, discretization is not as efficient
as increasing the order of accuracy of the method by using the BDM; space.

The approach described in this paper is limited to two-dimensional problems. Conceptually, the streamline
tracing framework proposed here can be extended to three-dimensional problems. However, to obtain the
analytical streamline path in three dimensions (Section 4.2.1), one needs to derive dual stream functions
[31]. This can be achieved for RTg but the increased complexity of the BDM! velocity fields makes the problem
challenging. We are currently extending the proposed streamline tracing approach to three dimensions using a
numerical integration of the streamlines (Section 4.2.2), to provide a thorough comparison of low-order and
high-order tracing. We are interested in assessing whether BDM;-based tracing is more effective than RT-
based tracing, especially given the fact that — unlike in 2D — both RT, and BDM, elements cannot reproduce
uniform flow on general hexahedral grids [32]. We also plan to compare the results with an alternative
approach recently proposed by Hagland et al. [12], which is based on a corner velocity interpolation that pre-
serves uniform flow in 3D.
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